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Abstract—We analyze the capacity of an opportunistic schedul-
ing system in a spectrum sharing environment where multiple
secondary users can share a frequency spectrum with multiple
primary users as long as secondary users do not cause interfer-
ence power exceeding a given threshold to the primary users.
We consider three different power control schemes of secondary
users: fixed transmit power, adaptive transmit power, and infinite
transmit power schemes. Our numerical and simulation results
show that the capacity of the adaptive transmit power scheme
is similar to that of the fixed transmit power scheme in the
low transmit power region, while the capacity of the adaptive
transmit power scheme is close to that of the infinite transmit
power scheme in the high transmit power region and is saturated
beyond a certain point.

I. I NTRODUCTION

Demands for wider frequency spectra have been dramati-
cally increasing because mobile Internet traffic is continuously
increasing and new wireless mobile applications emerge, while
the given spectrum is a limited resource and the spectrum
utilization is generally very low because it is exclusively
licensed for a single purpose across wide regions. Some
measurement reports clearly indicate that some portion of
the allocated spectrum is never accessed or is accessed for
only a fraction of time in a certain area [1] – [3]. In order
to mitigate this spectrum utilization problem, the spectrum
policy task force (SPTF) presented a concept ofspectrum
sharing [1]. With this spectrum sharing technique, secondary
users can share a spectrum already allocated to primary users
as long as the secondary users’ spectrum sharing interferes
the primary users’ operation within an allowable interference
power constraint. Generally, the quality of primary users’
communications is degraded by the interference power from
secondary users sharing the primary users’ spectrum. Thus,in
order to control the interference power from secondary users to
primary users, SPTF [1] introduced a concept ofinterference
temperature, which represents the maximum permissible level
of interference power received at the primary users. This spec-
trum sharing mechanism using the interference temperature
concept is one application of cognitive radio (CR) which is
one of promising technologies in next generation wireless
communication systems [3] – [5].

Based on this motivation, there have been several studies
on the spectrum sharing [6] – [8]. Gastpar [6] investigated the
channel capacity under a scenario where the received interfer-

ence power at a primary user’s receiver is maintained within
a given constraint. Although this result is very meaningful,
it did not consider channel fading, which inevitably occurs
in real wireless environments and has a significant effect on
channel capacity [9], [10]. Ghasemi and Sousa [7] analyzed the
capacity of a spectrum sharing scheme considering the effect
of channel fading and compared the capacity for Rayleigh
and Nakagami fading models. They also considered multiple
primary users and showed that significant capacity gains can
be achieved when channels are varying due to fading. Gastpar
[6] and Ghasemi and Sousa [7] assumed that both primary
and secondary tranceivers have a single antenna each, and
Zhang [8] investigated the channel capacity of a spectrum
sharing system considering multiple antennas and showed that
a significant capacity gain can be achieved by using multiple
antennas. Although previous studies analyzed the fundamental
channel capacity of spectrum sharing systems under various
scenarios, they did not consider multiple secondary users,
while it is well known that the performance gain can be
achieved through opportunistic scheduling in multi-user en-
vironments by exploiting channel fluctuations [11] – [13].

In this context, we analyze the capacity of an opportunistic
scheduling system in a spectrum sharing environment where
there exist multiple secondary users. The rest of this paper
is organized as follows. In Section II, both a system model
and three different power control schemes of secondary trans-
mitters are described. In Section III, the average achievable
capacity of the three different power control schemes is
mathematically analyzed. In Section IV, numerical resultsare
shown. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND TRANSMISSION POWER

CONTROL STRATEGIES

Fig. 1 shows a communication system model whereNs

secondary transmitters can share a spectrum which is primarily
licensed toNp primary receivers. Any data transmission of
secondary transmitters should be maintained to cause inter-
ference power to primary users within a given interference
temperature,Q, which represents the maximum allowable
interference power level.αi,j and βi denote the interference
channel gain from thei-th secondary transmitter to thej-th
primary receiver and data channel gain from thei-th secondary
transmitter to a secondary receiver, respectively. They are
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Fig. 1. System model

assumed to be exponentially distributed random variables
with unit mean and independent and identically distributed
(i.i.d). It is also assumed that thei-th secondary transmitter
has information aboutαi,j , which can be obtained through
measurement of sounding channels from primary receivers.

In addition, we consider three different power control
schemes for secondary transmitters according to power control
capability and peak power constraints: fixed transmit power,
adaptive transmit power, and infinite transmit power schemes.
In the fixed transmit power scheme which is suitable for
secondary transmitters that require low complexity, each sec-
ondary transmitter can transmit data with its peak power,
P , when its transmission does not cause interference power
exceedingQ to any primary receiver, while the secondary user
can not transmit data if its transmission causes interference
exceedingQ to any primary receiver.

On the other hand, in the adaptive transmit power scheme, a
secondary transmitter can adaptively adjust its transmit power
level if its transmission causes interference power exceeding
Q to any primary receiver. Thus, the adaptive transmit power
scheme is more complicated, compared to the fixed transmit
power scheme. Finally, we consider the infinite transmit power
scheme where secondary transmitters can adaptively adjust
their transmit power level and the peak transmit power of the
secondary transmitters is assumed to be infinite. This scheme
can yield a theoretically optimal capacity bound although it is
not practical.

For these three different transmit power control schemes,
each secondary transmitter computes its maximum permissible
transmit power level and reports it to a secondary receiver.
Then, the secondary receiver can obtain the received signal-
to-noise power ratio (SNR) for each secondary transmitter and
selects one secondary transmitter with the best received SNR
in order to receive data.

III. C APACITY ANALYSIS

A. Fixed Transmit Power Scheme

In the fixed transmit power scheme, the transmit power of
the i-th secondary transmitter is given by

PF
i =

{

P , αi ≤
Q
P

0 , αi > Q
P

,
(1)

whereαi denotes the effective interference channel gain of the
i-th secondary transmitter and is defined asmax1≤j≤Np

αi,j .
The probability density function (PDF) ofαi can be obtained
as [14]

fαi
(x) = Npe

−x
(

1 − e−x
)Np−1

.

Then, the received SNR of the secondary transmitter can be
represented as

γF
i =

PF
i βi

σ2
=

{

Pβi , αi ≤
Q
P

0 , αi > Q
P

,
(2)

whereσ2 denotes the variance of white gaussian noise and is
set to be one for simplicity of mathematical analysis so that
P and Q can also be considered as the transmit SNR and
interference temperature-to-noise power ratio, respectively.
Eqs. (1) and (2) indicate that a secondary transmitter does not
transmit any data if its transmission cause interference power
exceedingQ to any primary user. Otherwise, the secondary
transmitter can transmit data with its peak power. Thus, if we
consider a set,Sn(|Sn| = n, 0 ≤ n ≤ Ns), which consists of
secondary transmitters which can transmit data, the PDF and
CDF of each secondary user’s received SNR in the set can be
obtained as

fγF
i
(x) =

1

P
e−

x
P , i ∈ Sn (3)

FγF
i

(x) = 1 − e−
x
P , i ∈ Sn. (4)

Then, a secondary receiver selects one secondary transmitter
with the best received SNR inSn. The received SNR at the
secondary receiver from the selected secondary transmitter can
be obtained as

γF
max = max

i∈Sn

γF
i , (5)

and its PDF is given by

fγF
max

(x) = nfγF
i
(x)

(

FγF
i
(x)

)n−1

=
n

P
e−

x
P

(

1 − e−
x
P

)n−1

. (6)

Using Eq. (6), for a givenn, the achievable capacity of the
fixed transmit power scheme can be derived as

Cn , E
[

log
2
(1 + γF

max)
]

=

∫ ∞

0

log
2
(1 + x) fγF

max
(x)dx

=
n

P

∫ ∞

0

log
2
(1 + x) e−

x
P

(

1 − e−
x
P

)n−1

dx

=
n

P

∫ ∞

0

log
2
(1 + x) e−

x
P

n−1
∑

k=0

(

n − 1

k

)

(−1)ke−
kx
P dx

=
n

P

n−1
∑

k=0

(

n − 1

k

)

(−1)k

∫ ∞

0

log
2
(1 + x) e−

(k+1)
P

xdx

= n log
2
(e)

n−1
∑

k=0

(

n − 1

k

)

(−1)k

k + 1
e

k+1
P E1

(

k + 1

P

)

. (7)



AveragingCn in Eq. (7) overn, the overall average achievable
capacity of the fixed transmit power scheme can be expressed
as

CF = E[Cn] =

Ns
∑

n=0

Pn × Cn, (8)

wherePn is the probability that the cardinality ofSn is n and
can be obtained as

Pn =

(

Ns

n

)

(

1 − e−
Q
P

)nNp

(

1 −
(

1 − e−
Q
P

)Np

)Ns−n

.

B. Adaptive Transmit Power Scheme

In the adaptive transmit power scheme, each secondary
transmitter adaptively adjusts its transmit power within its
peak power constraint so that a given interference temperature
constraint is satisfied. Thus, the received SNR at a secondary
receiver from thei-th secondary transmitter can be described
as

γA
i =

{

Pβi , αi ≤
Q
P

Qβi

αi
, αi > Q

P
,

(9)

and its CDF can be expressed as

FγA
i
(x) = Pr

[

αi ≤
Q

P

]

(

1 − e−
x
P

)

+ Pr

[

Qβi

αi

≤ x

∣

∣

∣

∣

αi >
Q

P

]

, (10)

wherePr
[

αi ≤
Q
P

]

can be derived as

Pr

[

αi ≤
Q

P

]

=
(

1 − e−
Q
P

)Np

,

andPr
[

Qβi

αi
≤ x

∣

∣

∣
αi > Q

P

]

can be obtained, using the result
of Appendix, as

Pr

[

Qβi

αi

≤ x

∣

∣

∣

∣

αi >
Q

P

]

=Np

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1e−
Qj
P

[

1

j
−

Q

Qj + x
e−

x
P

]

.

Thus, Eq. (10) can be derived as

FγA
i
(x)=

(

1 − e−
Q
P

)Np(

1 − e−
x
P

)

+

Np

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1e−
Qj
P

[

1

j
−

Q

Qj + x
e−

x
P

]

. (11)

It follows that the PDF ofγA
i can be obtained as

fγA
i
(x)=

1

P

(

1 − e−
Q
P

)Np

e−
x
P + QNpe

− x
P ×

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1e−
Qj
P

[

P + Qj + x

P (Qj + x)
2

]

. (12)

Contrary to the fixed transmit power scheme, all sec-
ondary transmitters can always transmit data because they

can adaptively reduce their transmit power satisfying a given
interference temperature constraint. Thus, a secondary receiver
selects one secondary transmitter with the best received SNR
amongNs secondary transmitters. The received SNR at the
secondary receiver from the selected secondary transmitter can
be described as

γA
max = max

0≤i≤Ns

γA
i . (13)

Its PDF can be obtained as

fγA
max

(x)=NsfγA
i
(x)

(

FγA
i

(x)
)Ns−1

. (14)

Using Eq. (14), the overall average achievable capacity canbe
expressed and numerically calculated as

CA=E
[

log
2
(1 + γA

max)
]

=

∫ ∞

0

log
2
(1 + x) fγA

max
(x)dx. (15)

C. Infinite Transmit Power Scheme

In the infinite transmit power scheme, secondary transmit-
ters do not have a peak power constraint, that is, they can use
infinite transmit power. Thus, the received SNR at a secondary
receiver from thei-th secondary transmitter can be described
as

γI
i =

Qβi

αi

. (16)

Its CDF and PDF can be derived as

FγI
i
(x)=Pr

[

Qβi

αi

≤ x

]

=Np

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1

[

1

j
−

Q

Qj + x

]

, (17)

fγI
i
(x)=QNp

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1

(Qj + x)2
, (18)

where Eq. (17) is derived by replacingA with 0 in Appendix.
In this scheme, all secondary transmitters can transmit data.
Thus, a secondary receiver selects one secondary transmitter
with the best received SNR amongNs secondary transmitters.
The received SNR at the secondary receiver from the selected
secondary transmitter can be described as

γI
max = max

0≤i≤Ns

γI
i , (19)

and its PDF can be obtained as

fγI
max

(x)=NsfγI
i
(x)

(

FγI
i
(x)

)Ns−1

. (20)

Using Eq. (20), the overall average capacity can be obtained
and numerically calculated as

CI=E
[

log
2
(1 + γI

max)
]

=

∫ ∞

0

log
2
(1 + x) fγI

max
(x)dx. (21)



IV. N UMERICAL RESULTS

Fig. 2 shows the average achievable capacity versus the
peak power of secondary transmitters whenQ = 0 or 3dB
andNs = Np = 10. Monte-Carlo simulation results are also
shown in order to verify our numerical analysis. When the
peak transmit power of secondary transmitters is sufficiently
low compared to a given interference temperature, the fixed
transmit power and adaptive transmit power schemes achieve
almost the same capacity because secondary transmitters can
use their available peak power with high probability, while
the probability that secondary transmitters can not use their
peak power is negligible. On the other hand, when the peak
power of secondary transmitters is high compared to a given
interference temperature, the capacity of the adaptive transmit
power scheme approaches that of the infinite transmit power
scheme and is saturated beyond a certain point asP increases
further. As P increases, the capacity of the fixed transmit
power scheme is seriously degraded because the average
number of secondary transmitters which can transmit data
becomes small.

Fig. 3 shows the average achievable capacity versusNs. It is
shown that all capacities of the three schemes increase asNs

increases because of an increased multi-user diversity gain. It
is also verified that the capacity of the adaptive transmit power
scheme is similar to that of the fixed transmit power scheme
for P = −10dB, while the capacity of the adaptive transmit
power scheme is close to that of the infinite transmit power
scheme forP = 0dB.

Fig. 4 shows the average achievable capacity versusNp.
The achievable capacities decrease asNp increases because
an increase in the number of primary receivers decreases
the effective transmit power of secondary transmitters by
increasing the effective interference channel gain.

V. CONCLUSION

We analyzed the capacity of an opportunistic scheduling
system in a spectrum sharing environment where there exist
multiple secondary transmitters so that a secondary receiver
can benefit from multi-user diversity effect. We considered
three different transmit power control schemes of secondary
transmitters according to power control capability and peak
power constraints. When the transmit power of secondary
transmitters is low compared to a given interference tempera-
ture, the adaptive transmit power scheme achieves almost the
same capacity as that of the fixed transmit power scheme.
Thus, it is not necessary to adaptively control secondary trans-
mitters’ transmit power in the low transmit power region. On
the other hand, the adaptive transmit power scheme approaches
the infinite transmit power scheme in terms of achievable
capacity when the transmit power of secondary transmitters
is high compared to a given interference temperature because
secondary transmitters can not fully exploit their high peak
power in the high transmit power region, where the effect of
an interference temperature becomes dominant.

APPENDIX

Let Z = Y
X

, X = αi, and Y = Qβi, then
Pr [Z ≤ z|X > A] can be derived as

Pr [Z ≤ z|X > A] = Pr [Y ≤ zX |X > A]

=

∫ ∞

A

∫ xz

0

1

Q
e−

y
Q Npe

−x
(

1 − e−x
)Np−1

dydx

=Np

∫ ∞

A

e−x
(

1 − e−x
)Np−1

∫ xz

0

1

Q
e−

y
Q dydx

=Np

∫ ∞

A

(

1 − e−x
)Np−1

(

e−x − e−
Q+z

Q
x
)

dx

=Np

∫ ∞

A

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1

(

e−jx − e−
jQ+z

Q
x
)

dx

=Np

Np
∑

j=1

(

Np − 1

j − 1

)

(−1)j−1e−jA

[

1

j
−

Q

Qj + z
e−

A
Q

z

]

.

REFERENCES

[1] Federal Communications Commision, ”Spectrum policy task force
report, (ET Docket No. 02-135),” Nov. 2002.

[2] Danijela Cabric, Ian D. ODonnell, Mike Shuo-Wei Chen, and Robert
W. Brodersen, “Spectrum Sharing Radios,”IEEE Circuits and Systems
Mag., vol. 6, issue 2, pp. 30-45, 2006.

[3] Bruce Fette,Cognitive Radio Technology, Elsevier, 2006.
[4] J. Mitola and G. Q. Maguire, “Cognitive Radios: Making Software

Radios More Personal,”IEEE Personal Communications, vol. 6, no. 4,
pp. 1318, Aug. 1999.

[5] S. Haykin, “Cognitive Radio: Brain-Empowered WirelessCommunica-
tions,” IEEE J. Sel. Areas Comm., vol. 23, no. 2, pp. 201-220, Feb.
2005.

[6] Michael Gastpar, “On Capacity Under Receiver and Spatial Spectrum-
Sharing Constraints,”IEEE Trans. Info. Theory, vol. 53, no. 2, pp.
471-487, Feb. 2007.

[7] Amir Ghasemi and Elvino S. Sousa, “Fundamental Limits ofSpectrum-
Sharing in Fading Environments,”IEEE Trans. Wireless Comm., vol.
6, no. 2, pp. 649-658, Feb. 2007.

[8] Rui Zhang and Ying-Chang Liang, “Exploiting Multi-Antennas for
Opportunistic Spectrum Sharing in Cognitive Radio Networks,” Proc.
of IEEE PIMRC’2007, Sep. 2007.

[9] Andrea. J. Goldsmith nd Pravin P. Varaiya, “Capacity of Fading
Channels with Channel Side Information,”IEEE Trans. Info. Theory,
vol. 43, no. 6, pp. 1986-1992, Nov. 1997.

[10] Ezio Biglieri, John Proakis, and Shlomo Shamai, “Fading channels:
Information-Theoretic and Communications Aspects,”IEEE Trans. Info.
Theory, vol. 44, no. 6, pp. 1998-2692, Oct. 1998.

[11] R. Knopp and P.A. Humblet, “Information Capacity And Power Control
In Single-Cell Multiuser Communications”,Proc. of IEEE ICC’95, Jun.
1995.

[12] David Tse and Pramod Viswanath,Fundamentals of Wireless Commu-
nication. Cambridge University Press, 2005.

[13] Andrea Goldsmith, Wireless Communications. Cambridge University
Press, 2005.

[14] H. David and H. Nagaraja,Order Statistics. Wiley, 2003.
[15] Athanasios Papoulis and S Unnikrishna Pillai,Probability, Random

Variables and Stochastic Processes. McGraw-Hill, Fourth ed., 2002.
[16] I. S. Gradshteyn and I. M. Ryzhik,Table of Integrals, Series, and

Products, 6th ed., San Diego, CA: Academic, 2000.



−20 −15 −10 −5 0 5 10
0

0.2

0.4

0.6

0.8

1

1.2

Peak Power of Secondary Transmitters, P [dB]

C
a
p
a
ci

ty
[b

p
s/

H
z]

 

 

Symbol:Simulation

Line:Analysis

Fixed Power(CF )

Adaptive Power(CA)

Infinite Power(C I)

(a) Q = 0dB

−20 −15 −10 −5 0 5 10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

Peak Power of Secondary Transmitters, P [dB]

C
a
p
a
ci

ty
[b

p
s/

H
z]

 

 

Symbol:Simulation

Line:Analysis

Fixed Power(CF )

Adaptive Power(CA)

Infinite Power(C I)

(b) Q = 3dB

Fig. 2. Average achievable capacity vs.P . Q = 0dB andNs = Np = 10.
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Fig. 3. Average achievable capacity vs.Ns. Q = 0dB andNp = 5.
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Fig. 4. Average achievable capacity vs.Np. Q = 0dB andNs = 10.


